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Emulating the Visual Receptive-Field Properties of MST Neurons
with a Template Model of Heading Estimation
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We have prcposed praviously a computational reural-network
madel by which the complex patterns of ratinal image motion
generated during locomotion (optic flow) car be processed by
specialized detectors acting as zemplates for speci‘ic instances
of self-motion. The detectors in this templace model respond to
global optic flow by sampling image motion over a large portion
af the visual field through networks of local motion sensors with
properties similar to those of neurons found in tie middle
temporal (MT) area of primate extrastriate visual cortex. These
delectors, arranged within cortical-like maps, were dasigned tc
extract sel-zranslation (heading) and self-rotation, as well as
the scene layout (relative distances} ahsad of a moving ob-
server. We then postulated that heading from cptic flow is
directly encoded by individual 1eurons acting as heading de-
tectars within tha neadial superior temporal (MST) arge. Others

have questioned whether individual MST neurons can peform
ihis function because some of their receptive-field properies
seem incorsistent with this role. To resoflve this issdae, we
systeraztically compared MST respcnses with those of detec-
tors from two diiferent configurations of the model under
matched stimulus conditions. We found that the characteristic
physiclogical properties of MST neurcns can be sxplained by
the ‘emplate model. We conclude that MST neurons are well
suited to suppert self-motion estimation via a direct encoding
of heading and -hat the template model provides an explicit set
of testable hypotheses that can guide futurza exploration of MST
and adjacent areas within the superior temporal sulcus.

Key words: seif-mofion percepiion; navigation; optic flow;
gaze stabifization; monkey; vision

Sell-motion through the environment gencrates image motion
across the retina often ealled optic Mow. During pure translation,
retinal molion radiatzs out symmetrically [rom a single point. the
focus of expansion (FOE), trom which heczding (inslantancous
direction of translation} can be inferred {Gibson, 1950). Rolation
caused by eye and head movements or self-motion alorg a curved
path complicatzs this simp:e picture because the radial patterr, is
replaced by more complex patterns (Fig. 1). Nonetheless, theo-
retical analyses indicate that heuding can be recovered from
combined translational and rolational optic flow (e.g., Koen-
derink and van Doorn, 1975 Longuet-lliggens and Prazdny,
19807, and psychophysical studies have skown that humans arc
ablz to do so (e.g., Rieger anc Toet, 1935; Culting, 1986; Stone
and Perrone, 1997a).

Ascension through the cortical motion pathways from primary
visual cortex {1} through the middle temporal area (MT) to the
medial superior zemporal area (MST} is characterized by a sys-
lematic incrcase in receptive-field size and complexity (Maunsell
and Newsume, 1987). The sensitivily Lo large-ficld motian pat-
terns resemb_irg optic How in the dorsal portion of MST (MSTd)
supporss the view that MST is involved in self-motion oerception
{(Saito ot al., 1986; Tanaka ot al, 1986, 1989; Ungerleider and
Desimone, 1986; Komatsu and Wurtz, 1988; Duffy and Wurtz,
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1997a,b, 1995; Orban ct al, 1992; Lagae et al., 1994; Bradley ot al.,
1996; Lappe ct al., 1996}. Neurons that respond preferentially to
cxpansicn could convey mfonmalion about forward translation
{Saito et al., 198%; Tanaka el al., 1986, 1989; Perrone, 1987, 1990;
Gliinder, 1990; Llatsopoulos and Warren, 1991), and this princi-
ple cun be gencralized to comhined translation and rotation
{Perrone, 1992; Perrone and Stone, 1994). llowcever, because
many MST neurons shew ¢ form of “position invariancz.” Le.,
they prefer a specific type of motion (e.g. counterclackwise
rotation) regardicss of where 'n their recepuive hald that motion
is presented (Duffy and Wurtz, 1991b; Orban ct al., 1992; Gra-
ziano et al., 1994; Lagae el al,, 1994}, MST scenied ill-suited to
supporl navigation. In particular, Graziano et al. {1994) stated
that “(l}he position invariant responses described in the present
article cannot encode the cenler of expansion in any straightfor-
ward way.” that “any simple furmulation of the navigation hy-
pothesis must be rejected,” and that “(nhe anly way this naviga-
tonal information could be accurztely derived from MSTId is
through tkc use of a coarse, population encoding.” Lappe and
Rauschecker (19293) proposed a population-code model of head-
ing estimation in which individual units do not encode heading
but must combine their responses to derive it. We took a different
view and proposed a model whose ndividual units direcily code
tor putative headings (Perrone, 1992; Perrone and Stone. 1994) as
an early step in the cascade of procossing necessary for self-motion
perception and navigation (Stone and Perrene, 19972). The pri-
mary purpose of ths study is to determine whether the visual
receptive-ficld prooerties of MST neurons are consistent with an
ability to encode heading directly. To this end. we have taken the
approach of simutating the template model and of comparing the
properties of model output units anc. those of MST neurons.
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Figure 1. Retinal image motion (optic flow) geaerated during sclf-motion. Tae twe velocity vector fields (flow fizlds) indicate the local velocity

{displacerent over 1 sec). A, This flow field corresponds to cbserver pure translation witk. heading direction {open square) to the kft of fixation (cross)
taward 2 cloud of random peints. In this case, hzading coircides with the focus of expansior. (FOE). B, This flow field results from forward translation
over a ground planc combined wilh an eye rotation caused by gaze stakilizalion of a ground peint below and to the right of heading, Heading is no longer
indicated by an FOE, but a pseudo FOE ig found at the fixation point. Note the spiral nature of the flow pattern.

Parts of this paper have been published previously (Stone and
Parrone, 1994, 1997b).

MATERIALS AND METHODS

A detailed description, retionale, derivation, and demonstration of the
performance of the template model can be found elsewhere (Perrone and
Stone, 1994). Bricfly, the model consists of a two-stage neural network
(Fig. 24). It uses MT-like inpit units (sersors) connected to ousput urits
(cctectors) Lhat are designed to respond oprimally to 4 specific combi-
nation of keading and rotation. Heading is estimated by finding the most
active detector within cortical-like maps.

The input units or sensors (Fig. 281 were designed as idealized MT
neurons (Maunsell and Van Essen. 1983a; Albright, 1984); they are
broadly direction- ard speed-tuncd motion sensors {30° and | octeve
bandwidths, respectively) whose final output is definec as the product of
these two senaradle factozs, The direction output O is;

_ EEPAL
Oc=1.01123 exp| ~05| —0.01125, |d -4, <90°

1
30 )

‘i~ d\ .
= 15| 1.01123 exp —0.5(---30- : -0.01123 |, |d —d,| = 90",

(1

with 4, the directien of the local image motion. and d,,, the preferrec
direction of the sensor. The aatipreferred inhibition is scalcd up to
~15% of ihe amplitnde of the peak-preferred response. The spocd
output (7, is:

O, = exp_~0.5(log, s — log,y 5.)%], £2)

with s, the speed of the local image motion, :nd s, the preferred spoed
of the sensor,

The ocutput units or detectors (Fig. 3) combinc the responses of
particular sets of sensors in such a way as to respond maximally to the
optic flow resulting from the combinacion of a particular heading («;,,
heading azimuth; B, heading elevation) and rotation rale (e, ). Because.
in primates, optic flow will generally be expericnced under conditions of
paze stabilization that s¢t rhe rolalion axis and eliminate ocular roll
{Perrane and Stene, 1994), the five-dimensional self-motion estimation

prcblem is reduced to pnly three dimensions: g, B, and w, The
rerformance of the model is robust to small deviations from the gaze-
stabilization assumptions [Perrene and Stone (199<), their Figs. 10, 13].

Thz receptive-fiztd strueture of model detactors is designed using the
standard optic-flow equaticn, Specifically, to consiruet a heading detec-
tor, we connect MT-like input sensors at image location [(a,, 8,) to the
detector tared (9 &g, By, 4nd o, with their preferred spocd and diree-
tion chosen using the following equation (fur a derivafion, see Perronc
and Stone, 1994):
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Equaticn 3 ensures. that the preferred velocily (X, Y of each input sensor
coincides with the expected optic flow of 2 peint al depth z fur an
observer traveling at speed -

In this paper, we cxamined two configurations of thz model. Ths
“frontoparallel” cenfiguration (Perrone and Slone, 199<) samples depta
at five logarithmically spaced fron-oparallel reference planes (z = 2, 4, §,
16, and 32 m} such that there are five sensor inpurs to cach detecor al
each “ocation with preferred velocities determined using Equation 3 and
the five valuzs of 2 stated above [Fig. 34). Because translational flow falls
off quickly wita distance, thz 32 m upper limil was shown to be adequate.
Furihermore, al-hough the sampling is based on frontoparallel planes
and an observer speed of 1 m/sec, the interacticn between the sensors
associated with the different reference planes allows the model to re-
spond well 1 arbitrary scenc geomerriss and a rangs of observer speeds.

Although the original depth sampling was didactically convenient, it is
an incHicient strategy for real-world layouts bocause it is completely
unbiased (i.c.. designed to aandle arbitrary and even discontinuous
layouzs such as clouds of peints). Frontoparallel reference planes do not
oplimally sample tae range of depths encountered &s a primate walks or




59O J. Neurcsci., August 1, 1988, 1815):5958-5475 Perrorie and Stone « MST Necrons as Feading Templates

A MT-LIKE MST-LIKE
SENSORS DETEGTORS HEM'QAE;,'QG
IMAGE MOTION _
’ | ]
| ]
[ ]
B 90
1.0
0.8 1
[
_ \ 5 0.6
| £
180\ Q 0 D 047
'<_J/ 0.2 1
0.0 - - - -
0.012025051 2 4 8 16
SPEED RELATIVE TO OPTIMUM
270

Figure 2.

The template model. A, The overall structure is shown. Image motion is analyzed using sots of specd- and direction-tuned M T-like motion

sensors tiling the entire visuel ficld. B, 1f we assume separability, the output of each sensor s given by the product of the direction. (ieft) and speed {right)
Tesponses. Note that the direetion response can be negative and that ze-o is indicated by the iuner black circle. The output of specific sets of these sensors
arz then summed over a wide portion of the field by MST-likc detcetars (see illustration in Fig. 3). Because of the specificity of the sensor to detector
conneetivity defired by Equation 3, the detectors are each “tunec” for a particular hcading, Heading maps containing arrayvs of detecters are used to
sample heading spacc as shown in 4. The deteclor with the largest output witkin all of the maps identifies heading. For clarity, cnly a small subsct of

the connections is shown in A.

runs along the groun:d. Rather than systematically sampling the wholc
range of depths at al locations, a diJerent wpproach is to sample a
different restricted range of depths at each location accordirg (o the
reasonable expectation of depth variation with position. Although this
approach rakes assumptions about the layout and thercfore loses some
gencrality, this loss shou.d be primarly inconsequential because pri-
mates do not generally navigate in clouds of random poiots. They
typically encountsr environments with systomatic statistical covariation
of depth with location in the visual fleld; points arc gencrally closer
directly below and farther away in front of the observer.

We therefore designed an aliernative parametric configurstion of the
model that samplss deprh values that coincide with a ground plane {Fig.
38). Bucause the inputs to a detestor (its receptive field) muost be definzd
in retinceentric coordirates, for simplicicy the frontoparaliet referznce
plancs were fixed in retinocentric coordinates. However, the grournd is by
definition fixed in cxocantric coordinates, and (Lerefors pround-plane
sampling only makes sense in cxocentric coondinates. Fortunately, if we
assume That the observer’s path through the worid is parallel to the
ground {i.e., the observer is neither flying nor falling), the neccssary
exocentric-to~retinecentric coordirate transformation of the laveut be-
cemes straightforward. A “ceiling” plane is included to allow for points
that lie above the horizontal meridian. As a Sirst cut, we only vsed one

planc above and one below the line of sight (at =1 m), bui the number
of sersors at each location feeding cach detcetor does not scem critical
for the properties tested here and could easilv be incrsased. We must
emphasize that the “ground” configuration is merely an attempt to
sarcple the environment in & more ecologically relevant manner and to
cxamine the possible coqsequences. Although it is more ecologically
defensible than is -he frontoparaliel configuration, it is an cxtreme and
rigid instence of this approsch. The actual depth sampling in MSTd
would more likely be 4 compromise betwesn the twe configuraticns,
tailored to the actual depths maost often encour lered during self-motion
in the real world and st up via learning through experience.

The rotation 1ate {w,) is naturally logarithmically compressed under
normal viewing conditipns (reasonably distant and central gazc). In the
froniopurallel configuration (set in 1994% ondy four levels (0, 1, 2, and
4°fsee) are used, corresponding 1o [our heading maps, because his range
spans most sittations [see Perrone and Stonc {1994), their Fig. 4] We did
not inclade templates tured to backward observer motion {contraction-
tuned detectors). Fhysiological studies have revealed however that many
MSTd reurons respond best Lo contraction {e.g., see Fip. 4C), although
the percentags preferring contraction over expansian is ~20%5 (see Fig.
124). There is alsa psychophysica. evidence that humans do not proccss
expansion and contraction equivalzntly; obrcet speed end depth relation-
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Figure 3. Deupth-sampling stratcgics for the two configuratiens of the model. A, Top, The deplh sampling used in the frontoparalle] configuration is
bascd on five reference planes, crthogonal to the Jine of sight. Botem, The corresponding deteetor archilecture is flower-like with five diferent-sized
petals at each location but no spatial gradien=. B, Top, The depth sampling uzed by ths grouad configuration is »ased on ground and ceiling planes,
exoventrically located 1 m above amd below 2ye height and clipped at 32 m. Bewom, The corresponding detector architectuc is flower-like with a

systematic spatial gradient of petal size but only one petal per location.

ships are misperceived during simulated backward self-motion {Perrone,
1986). These physiological and peychophysical data suggest that the
“backward” direclion may be represented by Fewer neuroms thar the
forward direction. In the ground configuratior, we kave thereforc im-
cluded a single add tional map of detectors tuned to backward headings,
a sel of pure confrection templates opposite in tuaing to the pure
cxpansion lemplates of the original 0°/5¢c map. We did not include any
beckward motion lemplates with rotation.

Every simulation bagins with an input velocity vector field (e.g., Fig
1A) that matchzs as closcly as possible the stimulus conditions used in the
particular physiclogical study being examined. To simulate the resporsc
of a detector, we assume that MT-like input sensors are located at the
pasition of each of Lhe input flow vectors (i.c., MT is assumed to sample
the visual field finely). The output of ezch dctector is derived first by
calculating the preferred velocity of each of the sensors using Equation 3
and then by determiring the sensor resporse vsing Equations 1 and 2.
The maximum senscr outputs at each location {winner-take-all) are
summed to produce the tolal detector output. Heading is reported by the
most active detector withina the heading maps. In many o the figures, we
normalized the detscior output by dividing the rew output by the max-
imum possible vutput, which is simply equal 1o the number of stimulus
points.

[t 1s critical 1o note that although the model begins with & vecor
representation ol the stimulus. it is the MT-like sensor responscs that are
used to determine the delector ouiput. Because of the lack of a hiolog-
ically plavsiblc model of MT responses, Equations L and 2 are used 25 a
comveniznt way to generate the MT-like input signals. Luocal motion
sensors with MT-like responses gencrated dircetly from image sequences
arc currently being developed (e.g., Perrone, 1994). This new front end
will obviare ths need for vector low-field inputs. Nonetheless, regardicss
of how the MT-like responsas are generated, the true inputs to the model
heading detectors are sensor outputs consisient wilk MT data, not
velocily vectors.

Each map samples heading space at values of 0, 3, 5,9, 12, 13, 18, 21,
26, 36, 5¢, and 89.5° in the radial direction (i.e., aloag the length of
spokes) for axia! directions (i.e., spoke Orientations) ranging from  to
360° in 157 steps. In chis polar layout, the radial and axial values do not
correspond directly to azimuth and elevation; thercfore the deteclors are
rarely tuncd for iotegral values of Leading szimuth and eclevation. The
fronteparallel canfiguration has a tetal of 1152 detectors withon its four
maps. The ground eonfiguration has a total of 1440 withic its Jve mzps.
Throughout the rest of this paper, we adopt the shorthard notation (e,
£, e, to Tefer lo o detzctor tuned to a heading of azimuth o, elevation
B, and ratation rate ¢, (with the negative sign indicating backward
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headings), For the simulations, “receptive fleld” size was set to 100° %
100°, and random samples wers taken using uniform probability across
the full set of deteclors.

Although some of the model parameters are based on known physio-
logical propertics of primate neurons Je.g. input sznsor bandwidih:),
some of the parametric choices were unconstrained fe.g.. five reference
planes). We nave no attachment 10 the latter speculative parametric
choices. We must emphasize that although the depth-sampling parama-
ters are different for the rwo configurations, boty were constrained to a
fixed set of paramzters for all of the simulations, and the stimul: used o
test the two were identical. Details of the somulations for specific tests aze
given in the Results.

The template model was cesigned o usc MT-like irputs to solve the
sclf-mation problen: and was not cxplicitly desianed to have its output
dezectcrs mimic MST neurcns. The “shysiological” properties of the
detecters aze therefors iruly emergent, and the tests performed belew
represent an indepeadert eviduation of the inner wockings of the model
beyond our previous analyses of its overall performance (Perrone, 1992;
Perronz and Stone, 1994). 1t is also intcresting to note that much of the
ncarophysiological data shown nere only became available afler the
template model was developad, so the siraularions of the frontoparalie!
configuration actually reprasent @ priori predictions rathcr than a poste-
riori fits z0 a known databasc.

ri
—

RESULTS

Selectivity for cptic-flow components

Several groups have examined MST neuronal responses to large
Jow-field stimuli representing a basic set of possible cbserver
movements: forward and backward translation, rightward/left-
ward /upward /downward transtation, and clockwise and counter-
clockwise roll around the line of sight. The resulting optic flow
Datterns are expansion and contraction, left/right/down/up planar
motion, and clockwise and counterclockwise circular motion,
respectively. Usirg this “carcnical” set of stimuli, Dufly and
Wurtz (159:a) found that MSTd ncurens typically respend o a
range of these “flow components” with seme neurons responding
selectively to only onz and others to two or even three cempo-
nents. Similar data can also be found in other studies (2.g.,
Tanaka and Saito, 1989; Lagae et al., 1994). The advantage of the
Duffy and Wurtz data is that they wsed the largast stimuli such
that onc can be reasonably certain that nearly the sntire receptive
ficld was stimulated. In studies that use small test patches, any
apparent selectivity cannot be dissociated from the effects of
suboptimal centering of the stimulus in the receptive field.

Duffy and Wurtz (19914} used 100° = 1007 stimuli containing
300 moving dots. [n the planar stimuli, each dot moved at 4)%sec,
and in the crcular and the expansion and contraction stimuli, the
average speed was 40%sec, The expansion anc contraction stimuli
simulated molion toward and away, respectively, from a vertical
dot plane 100 em from the eye, We used input flow fields that
malched ihese instantaneous motion parameters. Because the
direction funing curves of the madel sensors incorporate a small
amount of inhibition for antipreferred motion (see Fig. 2B), the
total output of the tempiate can be negative. We sct any such
negative values to zero and did not attempt to mimic the spon-
taneous activity levels found in the no-dots control condition. The
ahsolute response levels to the different input flow ficlds are not
especially relevant. It is the pattern of responses to the set of
stimuli that is important.

Figurz 4 shows the results of zemplatc-model simulatiens along
with MST data from Duffy and Wurtz (1991a). Both configura-
tions of the model vielded similar results. Figure 4, B, D, and F,
shows responses of ground detectors (for un example response set
with a frontoparallel detector, see Perrone and Stone, 1994),
Figure 44 shows the response of an MSTd neuron (53X1.24) that
preferred planar motion te the left. The response to all other

Perronz and Stone = MST Neurors as Headir g Templates

patterns of mation was close to or below the sportancous level
Figurs 4B plots the outouts of the model detector tuned to (89.5°,
07, 0%sec). Like the neural rzsponse in Figure 4.4, the detector
output Sor leftward planar motion is high with litile or no outpur
for the other stimuli. Figure 4C shows a radial cell (53X'L67) that
prefers contraction over cxpansion and does nol respond to cther
fiow components. Figure 40 iliustrates the responses of the
detecior uned to —(2.6° 1.5°, (°/sec) that also responds nearly
exclusively to contraction. Figurs 4£ shows the tesponses of a
planoradial nzuron that responded well to both rightward planar
motion and radial expansion. Figure 4 F shows a similar pattern of
responses trising from the model detector tuned to (—30°, U°,
{*fs=c). The model detectors can therefore simulate the behavior
of threc of the response types (planar, radial, and planoradiai)
identified by Duffy aand Wurtz (1991a).

There are three MSTd neuron Lypes found by Duffy and Wuriz
{1991a} and others (2.g., Tanaka and Saito, 1989; Orban e al,
1992) whose existence 13 not explained by either the frontopar-
allel or ground cenfigurarions: circular, planecireular, and plano-
circuloradial. For example, one neuron [Duffy aad Wurtz
{1991a), their Fig. 68, 53X L] responded anly 1o counterclock-
wise roll motion with little or no responses to other motion types.
The tweo configurations of the template model tested in this paper
do net have detectors tuned to pure roll because they beth ere
constrained to handle oniy self-motion scenarics uncer gaze
stabilization, We argued that, becausc of the various gaze-
stabilization mechanisms, circular flow during self-motion was
minimized and a reduction in template numbers could be
achieved by not incorporating “roll” detectors. Thus, the lack of
detectors with significant circu’ar responses does not result from
some fundamental incompartibility with the template approach
bul rather from the gaze-stabilization constraint. This constzain:
could e relaxed to allow the inclusion of roll detectors as was
true for the unrestricted version of the template model (Perrane,
1992).

Decomposition

One of the main features separating template models from earlier
seif-motion models is the fact that they dc not rely on the
decomposition of optic flow into translational and rotational
fields. If MST neurons behaved like the processors in full decom-
position models (e.g., Rieger and Lawton, 1985; Heeger and
Jepscn, 1992, Hildreth, 1992; Royden, 1997}, one would expect,
for cxampte, that the vector addition of rotation to an expanding
stimulus would have no impact on the output of an expansion-
tuned MST neuron. Decomposition models go to great lengtas to
design heading (radial) responses that are immune to rotation.
However, in a direct test of the decomposition hypothesis, Orban
et al. (1992) showed that MST neurons, like templates, are not
immune to the vector addition of nonpreferred flaw.

Orban et al. (1992} tested the responses of a varicty of MST
cells by systematically adding varving amounts of a nonpreferred
flow companent to the preferred flow stimulus (their Fig. 2C). For
example, a neuron that preferred clockwise rotation would be
stimulated with combinations of rotation along with a certain
proportion of expansion or coniraction. These combinations were
expressed as ratios of the amplitude of the preferred component
to that of the nonpreferred component. We simulaled their ex-
periment using 25.5° diameter patchcs of flow field consisting of
126 vecters with an average speed of 4.4%sec for the pure expan-
sion stimuli. Roll was added vectorially to the expansion paftern
with both centers of motion at the patch center,
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Figure 4. Belectivity tesl. 4, C, E, Replots of data frora Duffy and Wurtz {19514, their Fiz. 64,C.E). The svmbefs along the horizoatal axis reprasent
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error bars in C and D indicale tha guartiles,

Figure 54 replots the responses of ong of the MST nenrons
{4207) from Orban ¢t al. (1992). This polar plot has its axial angle
corresponding to different ratios of the preferred component
{clockwise roll) 1o the nonpreferrad component (expansion) and
its radial amplitude corresponding to the normalized response.
Note that the progressive addition of nonpreferred flow weakens
the response and ultimately drives it to negligible levels. Figure
5B illusirates that individual moedel detectors show the same
behavior: nanpraferred flow interferes with the response. This is
true regardiess of the depth-sampling configuration. It reflects the
basic property of a unit in a template model as oppesed to one in

a decomposition model. The model data {Fig. 58} were obtained
from the ground dewecter tuned to (3°, 07, 2%sec) that prefers
expansion, and so it does not exactly match the only raw data
example shown by Orban et al. (1992), a clockwise rell-tuned
neuron (Fig. 54). However, the preferred componcnt of tae
detector or neuron is not critical. The point is that MST neurons
do not seem able to decompose optic fiow. The data in Figure 5
suggest that, regardless of whether MST ncurons are involved in
heading perception, they act like optic-flow templates and not like
flow-decomposition units.

Figure 5C replots the median response of ths seven MST
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neurons in Orban et al. (1992). Although both configurations
yvielded similar results, Figure 5D shows the median model re-
gponse from a sample of 50 randomly sclected detectors from the
ground configuration. The horizontal axis represents how much
of the nenpretferred component {as a ratio of the amplitudz of the
preferred component) was present, and the vertical axis is the
normalized cutput. Althcugh both the neural and model data
exhibit high variability, neither MST neurons nor mode] detectors
{regardless of the choice of depth-samplirg configuration) are
immune te the addition of nonpreferred flow. Sensitivity 1o non-
preferred flow is an cxplicit property of template models and is
therefore not truly emergent; however the guantitaiive nzture of
the sensitivity is emergent because the detectors were not de-
signed to generate tac curve shown in Figure 5D,

Complere decomposition models predici that heading units wil
be immune to nenpreferred flow. The data of Orban et al. (1992)
therefore suggest that MST cannot be implementing a complete
decompeosition of optic flow. Lappe and Rauschecker (1993)
propesed a partial decomposition model [base¢ on the Heeper—
Jepsen (1992) decomposition algorithm] that incorporates uaits
that are immunz to the rotational flow generated during gaze
stabilizarion but not to other forms of rotation. The Orban data
do not rule out such partial decomposition models. However,
testing expansion-preferring MST neurons with expansion plus
added roll around the line of sight (rather than around the
receptive-field center), or other added rotation inconsistent with
gare stabilization, would resolve this issuc.

Spatial integration

One of the basic characteristics of the terplate model is that
two-dimensional (2D) mation information is integrated over a
larpe area of tae visnal field The detecror that best matches the
stimulus determines the heading estimate, and so, generally, the
larger the integrazion area, the higher thc signal-:o-noise. Be-
cause the detectors summate their inputs vver space, a change in
stimulus size will change their oulput. We simulated one of the
experiments ir. Tanaka and Saito (1989) in which they compared
the response to expanding stimuli displayed ir 20, 40, and 80°
diameter circular windows. We used 300 randomly distributed
vectors in the largest window. The density of vectors was constant
across conditions; the largast window had morc vectors than did
the smallest, consistent with the Tanakz—3aito stimuli.

Figure 6A replots the responses of one of the MSTd neurons
(kI215.1) of Tanaka and Saito (1989) for ihree stimulus sizes. The
neural response increases with increasing lest-patch size, consis-
tent with the view that the neuron is integraling information over
a large part of the field. Figure 68 shows the results for the
ground detector luned ta (4.0°, 1£.5%, 4%sec) for the same three
stimulus sizes. All detectors from both depth-sampling confizu-
rations show similar qualitative behavior; ‘ncreasing the stimulus
size increases the output, consistent with the general finding that
larger stimuli generate greater responses it MST cells [Tanaka
and Saito (1989), their Fig. 3£1; Duffy and Wurtz {1991b), their
Fig. 44; Lagae et al. (1994), their Fig. 20D

Although the physiological data generally support the view that
MST ncurons irtegrale information over large portions of the
visual field, not al! MST neurons show a monotonic increase in
response with stimulus size. MST responses can show saturation
[2.g., Duffy and Wurtz (1991b), their Fig. £B; Lagae et al. (1994),
taeir Fig. 20C] or even a fail-off in vutput with increased stimulus
size [e.g., Dufy and Wurtz (1991b), their Fig. 4C]. Duffy and
Wurtz (1991b) found complex intetactions in neuronal responses
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Figure 6. Spatial integration. 4, The response of MST ncuron k12151
[Tanaka and Sa’to (1989}, their Fig. 3£7] as a function of stimulus sizc. 3,
The response of the greund detector tuned to [4.0°, 14.5°, 4°sec). The
effect of stimulus size on the response of this arbitrarily chosen detector
is typical of the population.

as they decreased the size of the stimulus patch and chanped its
location in the receptive field. Many cells secm to exhibit “ron-
homogenous™ response profiles suggesting the cxistence of inhil-
itory subregions. Lagae et al. {1994) also found evidence of
response selectivity that could not be explained by simple
summatiort.

Although integration over large areas genzrally oders advan-
rages in terms of increased signal-to-noise, there is a point where
the extra information gained is small zelative to the additional
“noise” generated by low-signal regions of the stimulus. For
detectors zuned to expansion, the 2D motion sensars located far
from the FOE tend to be tuned to the same direction over large
portions of the visual field (see peripheral regions of Fig. 1.4). For
example, the peripheral sensors feeding the detector tuned to (5°,
0°, °/sec) are virtually identical to those feeding the detector
tuned to (10% 0P, 0%sec), so they provide little information dis-
tinguishing these two possible headings. Koenderink and van
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Doorn (1947} have presented o mathematical derivation of the
fall-off in information with distance from the FOE, Warren and
Kaurlz (1992) and Crowell and Banks (1993) have verified that this
phenomenaon applies to human self-motion judgments. Crowzll
and Banks (1996) have also used an ideal obscrver model to
determine regiens of the visual field that contain the most infor-
mation for self-motion es:itnation. Such an analysis could be used
to optimize the region of visual field feeding into the detectors.
For simplicity, our model trears the input field homogeneously.
For some detectors, it would be beneficial to restrict the receptive
field o specific subregions of the visual ficld to cptimize (he
signal-to-noise. Furthermore, if the detector receptive fields are
not of equal size becausc this eptimization caused dillerent
amounts of the visual field to be processed by different detectors,
then soma form of gain coatrol would be required to keep their
relative activity meaningful. Such gain control may contribute 1o
the saturation or even reduction of the resoonse as a4 function of
stimulus size observed ir some MST neurons.

Center-of-motion tuning

In a direct test of the heading-detector hypothesis, Duffy and
Wurtz [1995) rceently cxamined the effect of the locavion of the
center-of-mation (COM) of optic-flow stimuli on MSTd -e-
sponses. In the case of cxpansion, this amounts o moving the
FOE whizc subtending the same portion of the visval field. Tn our
model, a detector tuned to (o, B, 0F3ec) will respond maximallv
for expansion with its COM in the (w, 8} direction. If the COM
is shifted away from this direction, the output of the detector will
fall. MSTd neurons must express this behavior if' individual neu-
rons encode heading directly as proposed in the templatz model.

The stimuli were designec to mimic those nused hy Duffy and
Wurtz {1995). Eight of these stimuli were planar motion in eight
possible directions {which is equivalent to expansion with a COM
9 from fixation). Eight were pure expansion with a COM at 45°
ecceniricily along the primary ablique axes. Eight more stimuli
were pure expansion with their COM at 22.5° eccentricity aleng
the primarv oblique axes. The final stimulus had its COM at the
center of the field. Duffy and Wurtz (1993) referrzd to the 22.5
eccentricity stimuli as “pericentric,” the 45° stimuli as “cccen-
trie,” and the 90° stimuli as “peripheral.” There wcre 360 ran-
domly placad vectars in each stimulus, representing motion at 3.6
mysec toward a single plane of points locatcd 4 m from the eye
and producing an average speed close to the 40°/sec used by Dull'y
and Wurtz (1995).

Figure 74 replots the data for an MSTd neuren (26KR43).
Figure 7B is a radial slicc through its preferred axial divection
(—~1807). We fitted a circularly symmetric 2D Gaussian (o the data
to determine the preerred COM location (x and y shilts}, the SD
(r = ¢, = o,), and the measure of goodness-of-fit (r). For this
neuron, the preferred COM location (locus of contraction} was
estimated at {—36°, 6%). The 5D (bandwidth} of the fitted Gauss-
ian was found to be 31° (r = 0.96). Figure 7. C and D, shows the
normalized outputs from the {rontoparallel detector tuned to
(—33° 6°, {Pfsec). No detector heading within our set exactly
matched the preferred COM of the neuron, s0 we selected the
nearest one that produced the best fit to the data. As discussed
above, the frontoparallel configuration does not have detectors
tuned to contraction, so we tested its COM tuning with the
equivalent expansion stimuli. The fitted preferred COM location
of the detector was {—31°, 6%), and the cstimated bandwidth was
33° (» = 0.98). Figure 7, E and F, shows thc normmalized outputs of
the ground detector tuned to —{(—33°, 6° 0%sec). The fitted
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preferred COM locution of this detector was (-29°, §7), and the
tandwidth was 31° (v = 0.98). Beth the MSTd and model data are
well fil by a 2D Gaussian. Thus, Dufty and Wurtz (1995} found
MSTd neurons tuned for a particclar COM location with tuning
properlies quantitadively consistent with the remplate model, with
litile diffzrence between the two depth-sampling conligurations.
COM tuning for radial stimuli is cxpected of template-model
heading detectors {although the preterred COM exactly coincides
vith the preferrad heading only for the pure-translalion detec-
tors). However, the bandwidth and shape of this tuning are
emergent and remarkably close to these of MSTd neurons. The
similarity of the pcakcd responses of both the model and neuro-
physiological respenses lends support to tae conclusion of Duffy
and Wurtz (1995) that MSTd neurons could form a popuiation,
with each neuroa tuned to z different heading and performing a
role similar 1o template-model detectors. Such COM tuning is a
fundamental praperty of cur model and distinguishes it from the
units predicted by the Lappe and Rauschecker (1993) model.
Their model precicts that MST units will show sigmoidal re-
sponse tuning only along a specific one-dimensional { 1D} axis and
no variazion along the ether axis, Because this fraturc is a key
difference between the two models. we now examine this issue
more closcly.

Gaussian or bell-shaped wuaing s incompatible with the
sigmoidal-tuned umits proposed by Lappe and Rauschecker
{1993). Their sigmoidal model units do not show a respense peak
for 1 particular € OM location but rather show broad regions over
which their response is primarily invariant. Units with sigmoidal
tuning cannol produce plots like those shown in Figure 7. To
llustrate this point, we stimulated a sigmoidal unit {integral of a
Gaussian with o = 40°) with the COM stimulus set. If a broad
sigmoidal function 13 used in the Lappe and Rauschecker (1993}
modzl. bell-shaped tuning can occur along the axial dizection,
but the bandwidth will change systematically with eccentricity
(Fig. 8.4). Bell-shaped tuning is howcever not possible along the
preferred radial direcion (Fig. 8B), as is seen in MST neurons
{Fig. 7B).

Dufly and Wurtz (1993) found that most of the neurons in thelr
sample (3% of n = 142) were tunzd to either eccentric or central
COMs and therefore showed a clear pcak in their response
profiles. More recantly, Lappe et al. (1998) claimed that pea<ed
tuning is rare in MST (8% of n = 134). They argusd that the
majority of newrons have sigmoidzl tuning in accord with the
basic mechanism of their model and provided some supporting
physiological evidence for their view. However, they tested their
neurons with COM loeations only outl to 40° eccentricity and
truncated the incividual data plots lo *30°, Examination of
Figure 7B reveals that within this limited range of eccentricities
{dashed vertical lines), the Duffy and Wurtz (1995) data would be
mistaken for sigmoidal. §f tested over a sufficiently wide range of
eccentricitics, more of the neurons of Lappe et al. (1996} may
have revealed pell-shaped Luning, and this would have brought the
relative proportions more in line with those of Duffy and Wurtz
(1995}, In addition, the coarse averaging over neurons that Lappe
et al. (1996} performed, alter aligning the preferred axes to
within +22.5°, will blur the 2I¥ structure of the receptive fields
and tend to make the average look sigmoidal even if the individ-
val neurons were peaked. This possibility is furcher supported by
the fact that the only raw data example of a “sigmoically tuned”
expansion nzuren shown [Lappe et al., 1996, their Fig, 7) shows
a dip al the edge of their plot {at 30° eccentricity), suggesting that
it may actually have had peaked tuning
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Figure 7. Center-of-motion {COM) maning test. 4, Replettzd normalized responses of an MSTd neuron from Duffy ard Wurtz (1995, their Fig. 128).
Pericentric stimuli (sofid sguares) had their COM 22.5° out from fixazion, and cocentric stimuli (sofid eicles) had their COM 43° out from fixation.
Peripheral stimuli (epern triangles) were planar stimul! with extrapolated COMs at 93°. B, A plot of the response of the necuron along its preferred axis
[~ 180°%). Vertical dashed lines indicate the range of test conditivns used by Luappe et al. {1996). C, A plot of the nommalized mean responses of the
rrontoparalle]l detector tuned to {-33°, &°, 0°%sec) ar cquivalent set of stimuli, £, A plot of the response of the same detector shown in € along its
preferred axis (—180F). E, A plot of the normalized riean responses of the ground detactor tancd to —{(—337, 6%, 0°/sce] to the samce sct of stimuli as in
Aand . F, A plot of the response of the same detector shown in F aleng its preferred axis {(—180°). Error bars on the pericentric data in € and E and
on the data in O and / represant the S across 12 simulation runs {with different randomly lbcated input flow vectors). The detectors in {—F were chosen

o

because they providad the best fit from among those in the 0
in.A4 and B.

“sec map whose preferred heading was close to the preferred COM of the neuron shown
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Figure 8. Center-of-motior tuning of a planar and s.gmcidal unit. 4, 2, The responses of a unit with 2 sigmoidally tuncd expansion response to the same
stimuli described im Figure 7. €, £, The responses to the same stimuli of 3 templale-model detector tunad to Aghoward planar motion.

It conld be argued thal the observed COM or heading tuning of
MSTd neurons found by Duffy and Wartz {1995) is an artifact of
their stimulus paradigm. Specifically, the tuning might be trivially
explained by a large receptive fizld tuned to a single planar
direction. To test this possibility, we ran the COM simulations
using the ground detector tuned to planar (unidirectional) motion
(89.5%, 0°, (F1sec) (Fig. 8C.D). Although planar units can show
changes in their responses with shifted COMSs, they generate a
qualitatively ditferent pattern of results from those szen with the
MS8Td neuren shown in Figure 7, A and B. The radial tuning
appears sigmoidal with the peripheral stimuli generating the
greatest output (Fig. 8D), and the widths of the axial tuning
curves change systcmatically with eccentricity (Fig. 8C). The
sigmeidal responsc in Figure 80 relies on the fact that the planar
dztecior, like MSTd planar neurons (Fig. 124) {Duffy and Wurtz,
1991a}, is broadly tuned for spesd. If the planar units were
narrow.y speed tuned, it would be possible to generate 1D bell-
shaped tuning along the radial direction. However, the axial
direction tuning would remain inconsistent with that of the MSTd
nzwron shown in Figure 74.

Thz simuletiors in Figurc 8, € and B, siow that planar-tuned

units will produce a different pattern of rcsults from that de-
scribed by Duffy and Wurtz (1995). This argues that their data
replotted in Figure 7, 4 and B, are {rom a heading-tuned neuron
and nat simply a planar-tuned neuron. Furthermore, because the
templatc-model planar detector produces a sigmoidal cxpansion
responsc curve, sigmoidal tuning is therefore not a unique signa-
turc of the Lappe and Rauschecker (1993) model. The template
medel car explain bota bell-shaped and sigmoidal responses
wilhin its population of detectors at approximatelv the ratio
found by Dufty and Wurtz {1995}, The Lappe and Rauschecker
(1993) model, however, must add a third laver of units (Lappe ct
al., 1996} to cxplain bell-shaped MST responses.

Position invariance

In seme studics of MST, many neurons retained their sclectivity
for a particular stimulus even when the stimulus was moved o
different locations in the receptive field (Duffy and Wurtz, 1991b;
Orbzn el al, 1992; Greziano et al., 1994; Laga= et al., 1994). This
was taken as evidence that individual MST neurons, which re-
spond selectively to expansion patterns, could nonetheless not be
used to encode the location of the FOE, and hence heading, in
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any straight“orward way. The difficclty in reconciling the position
invariance of MS&T ncurons with the fact that templalz-model
detectors are individually tuned 10 a specific heading has been a
serious obstacle Lo the acceplance of the view that MST neurons
may direcily encode heading and act as heading templates. How-
ever, more recent studies {Duffy and Wurtz, 1995; Bradley et al.,
1966; Lappe ¢t al., 1996) as well as some earlier results (Duity and
Wurlz, 1991b) show that MST neurons do not show strict invari-
ance ard in laclt possess properties consistent with individual
neurans encoding heading (see previous section}. In this section,
we test the model under the conditions cxamined by Graziano et
al. (1994} and Duffy and Wurtz {1991b) to sce whether its Cetectors
exhibit the limited position invariunce observed in MST.

We simulated the experiments of Graziano et al. (1994} using
a clover leaZ arrangement of five circular test patches, each 10° in
diameter, spanning a distance of 2{0¢ vertically and horizonlally
(5° of over:ap between patches). Lach patch consisted of 126
points moving at a mcan speed of 4.4%sce in an expansion or
contraction pattern. Directional selectivity (DS) was defined in
the usual wav [DS = 1 — (response Lo antipreferred stimulus/
respoase Lo prelerred stimulus)]. A neuron or detector that is very
selective will have a DS close to or 1.0, The 125 was dzterminad
at the five different patch locations. As did Graziano et al. (1994),
wz took the DS at each surrounding position and divided it by the
DS at the central position to derive a position invariance index
defined as Pl = I35, oune’ T¥Scenter- FOUT Pls were thus obtainad
for each detector, Graziano et al. (1994) indicated that all of the
MSTd neurons included in thzir sample rasponded significantly (z
test, p < 0.05) and were directienally selective in that the ncurons
showed a response to the preferred stimulus that was significantly
{p < 0.05) greater than the response to the antipreferred stimu-
lus. Te mimic this, we established selection criteria such that the
preferred radial direction nezded to be >12% of the maximum
response and the DS index at the central location needed to be
=>{1.25. Because the mogel derectors have no dcfined noise or
baseline output, it is difficult to compare quaatitztively our sclec-
tion crizeria and thairs.

Graziaaa et al. (1994, their Fig. 11) found that, for their sample
ot MSTd neurons, the resulting Fls were tightly clustered around
1.0, which Is the value that indicates perfect position invariance
(Fig. 94). No negative values were found, indicating that, for their
sample, dircctional proference mever reversed. The Pls for a
random sample of frontoparallel detectors that met the above
responsce criteria are shown in Figure 98. The large majorily 1ave
PIs near 1.0, consistent with the MSTd data. The ground conlig-
uration yielded similar results. The Pls for the same semple of
detectors from the pround configuration are shown in Figure 9C,
The distribution is again tightly clustered around 1.0, although a
few negative vatues are evident. Thus, like MSTd neurons, detec-
tors from both model configarations exhibit limited position in-
variance {Cefined as little change in the directional selectivii v}
when tested with small stirwulus petches separated by 5%

The effect of meving larger test patches over larger distances
has also been examined {Duffy and Wurtz, 1991b; Lagae et al,,
1994}, Although such procedures typiczlly reveal large variations
in the response amplitudes with stimuius location [see Duffy and
Wurtz {1991k), their Figs. 7, 8], Duffy and Wurtz focused on the
variation in the binary directional preferenice along a cardinal axis
of mation. The important advantage of this approach is that it is
immune to the problem of artifactual amplitude variations causcd
by a stimulus patch being only partially in the rceeptive ficld. The
disadvantage is that it de-emphasizes legitimate variations in the
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response amplitude with position that may encode important
information, Examining the responsc of MSTd neurons La 337
33° patches cf optic flow placed in oae of nine positions ina 3 %
3 grid tiling the same 100° > 100° area as their initial probe
grimulus, Dufty and Wurlz found that many MSTd neurans retain
their directional preference {e.g., continue to prefer cxpansion
over contraction) over their entire receptive field [sec Duffy and
Wurtz (1991b). their Fig. 7). Such neurons therefore display, over
larger distances, a diflerent form of limited position invariance
than that examined by Graziaro et al. (1994). When testec under
the Dully and Wurtz (1991b) stimulus conditions, 38% of the
tolal population of model detectors from the frontoparallel con-
figuration and 279% of those from the ground detectors maintain
the same preference for one direction of radial motion at all ning
locations. Unlike the subset of MSTd ncurons and template-
model detectors, invariance of directional preference is never
found over the whole receptive ficld for Lappe—Rauschecker
(1993} sigrmcidal units that always show a systemalic reversal of
directional preferencc across a line dividing their receptive fizld
|see Lappe ct al. (1996), their Fig. 5].

To quantify this limited position invariance further, Dufty «nd
Wurtz (1991b, their Table 2) performed the lollowing analysis.
They comparcd the nine expansion—contraction peirs of small-
patch responses o radial metion with the response pair to large-
field rad’al motior; 77% of the small-patch radial responsss of
their population of MSTd neurons shoved the same directional
preference as the corresponding large-field pztch responsc. Fur-
thermore, MSTd responses to roll motion appeared Iess invariant;
only 39% of the small-patch roll responses showed the seme form
of Invariance. The behavior of the entire population of frontopa-
rallel detectors is quite similar; 86% of radial and 53% oZ roll
small-patch responses keptl tke same dirsctional preference as
that of the corresponding lzrge-fizld response. The behavior of
the entire population of ground detectors is alse quite sirilar;
#3% of radial and 50% of roll small-patch responscs kept the
same directional prelerence as that of the caerresponding large-
freld response. In surimary, although patches of motion exploring
the whols receplive field (Duffy and Wurtz, 1991b; Lagac et al,,
1994) as well as large input fields with ditferent centers of motion
(Duffy and Wurtz, 1995; Tappe et al., 1996) reveal large varia-
tions in response amplitude, many MSTd nzurons and model
delectors maintain their radial or roll respense directiunal prel-
erences over large portions of their receptive field. Therefore,
although strict position invariance (defined us @ response that
does not change with szimulus position) is not a property ol either
the modzl detectors ar MSTd ncurons, limited position invari-
ance (defined as a response that maintains its directicnal prefer-
ence) can manifest itself for a sizable subszt of MSTd neurons
and model detectors when test patches are moved over the entire
receptive field.

Spiral tuning

Graziano et al. (1994} aso found many MSTd cells that seem to
respond best to spiral motion (radial plus roll}, although there
exist conflicting reports as to the predominance of such cells.
Lagae et al. (1994 and Duffy and Wurtz (1995} claim that such
cells are uncommon, although the methodologies differed consid-
crably across the studies. In this section, we test the model
detectors for spirzl tuning, and in ihe next sectior, we test for
spiral invariance. Any emergent spiral tuning in the detcctors
would indicate thal (ks property is compatible with individual
MSTd neurons encoding heading, We simulated the spiral-tuning




5370 J. Neurosci.. August 1, “998, 75{15:50656-£075

60 4 A
MST
50 - {Graziano et al., 1994)
40 -
30 -
20 +
10
0 -
60 B
TEMPLATE MODEL
— 50'
2 {frontoparallel)
B 401
&
= 30
s}
o
i 20
10
0_
lc
60 TEMPLATE MODEL
{ground)
0 0.5 1.0 1.5 22
POSITION INVARIANCE INDEX
Figure 9. Position-invariance test. 4, Distribut.on of the positior. invari-

ance index for a samp.e of 52 MST nevrons (208 responses) replotted
from Grazizno et al (1994, their Fig. 11). The veriical axis shows the
perzentage of responses for each position wvar ance 1adex value, B, The
sume distribution for a sample of 54 detzctors (216 responses) from Lhe
frontoparalle! configuration. €, Tha distribution for the same 34 detectors
from the greund configuration,
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experiments of Greziano ct al. (1994) using their set of eight
stimuli: €xpansion, contraction, clockwise rozation {C'W), coun-
terclockwise rotation (CCW), and [our intermediate spiral pat-
terns {expanding clockwise spiral, expanding couaterclockwise
spiral, contracting counterclockwise spiral, and contracting clocx-
wise spira.). They represented these stimuli in “spiral space™ (Fig.
16.4). In such plots. 40 corresponds to expansion, Z70° to con-
traction, (0° to c.ockwise roll, and 180° to counterclockwise roll.
The oblique directions (45, 135, 225, and 315%) correspend to the
lour intermediate spiral stimuli listed above. The stimuli were 20°
diameter patches containing 126 dots moving at an average speed
of 4.4%sec, ever the center of ke receplive field. As in the study
of Graziano el al. (1994), the resulting tuning curves {plotted in
Cartesian coordinates) were fit with a Gaussian to find the peak
{the mean of the Gaussian) that corresponds to the preferrcd
direction in spiral space and to provide a measure of handwidth
(r, the SD of the Gaussian) and goodness-ol-fit [r, the correlation
coeflicient).

Model detectors show tuning in spiral space similar to that of
MST neurons. Figure 10.4 is the spiral space plot for the fronto-
parallel detector tuned to (—25.2°, —6.5° 1%sec) that prcfers
clockwise ontward spiral patterns. Figure 1G5 shows the same
tuning carve plotted in Cartesian coordinates along with its fitted
(aussian. The preferred spiral dircction for this detector is H6°.
‘The SD of the fitted Ganssian is 84° (¢ = (198}, This response is,
however, not typical of the population. Although the spiral space
tuning of frontoparallel datectors is well fit by a Gaussian (72%
with » > 0.9; mean o = 65°), the preferred spiral direction is
nearly always ~9(° [pure expansior ).

The ground configuration produces a better match to the spiral
tuning of the sample of MSTd newons from Graziano et al.
(1994). Figure 11 shows spiral-tuning curves of two of their
neurons and of twe ground detectors. An example of an
expansion-tuns¢ nearon is shown in Figure 114. It had a pre-
ferred dircction of 89° and a bandwidth of 33° (r = 0.99). Figure
118 shows the tuning curve for the detector tuned to (0°, 6°,
1%sec). The preferred dirzction was 40°, and the bandwidth was
32° (r = 0.99). An example of a spiral-tuned neuran is depicred in
Figure 11C, It has a preferred dirzetion of 133° and & bandwidth
of 57° (r = 0LY9). Figurc 11D is the tuning cu-ve for the detector
tuned to (20.3%, —5.3°, 1%sz¢). Tts preferred spiral direction is
134°, and the bandwidth is 42° (r = 0.99). The examples in Figure
11, B and D, ure tvpical of detectors from the ground
configuration.

Graziano el zl. (1994) found that 20 MSTd ncurons (~35%:)
out of taeir sample of 57 Gaussian-tuned units (& > 0.9) were
spiral tuned. i.e., had preferred spiral directions within +22.5° of
the oblique axes (Fig. 12.4). To compare this with the distribution
of preferred spiral dircctions of the fronfoparallel detectors, we
randomly sampled 100 detectors and platted theic preferred spi-
ral space direclion tuning in polar form. Seventy-nine detecrors
met their goodness-of-it criterion (¢ > (.9). Although there are
examples of spira.-tuned Frontoparallel detectars (e.g., Fig. 10),
spiral tuning is much rarer thun in the sample of MSTd neurons
of Grazianc et al. (1994). The frontoparallel detectors cluster
around expansian (Fig. 12R). Bven when the entire population is
rested, on'y ~1% of the Gaussian-tuned detectors prove to be
spiral tuned. One obvious difference between the frentoparallel
configuration data (Fig. 12B) and the MSTd data (Fig. 124) is the
lack of contraction detectors resulting from our previous arbitrary
choice 1o ignore backward headings. Another possible contribu-
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represencs the stimulus type as deseribed in the text. This detector responds best to expanding clockwise spiral stimuli. Thec sefid line (also see Figs. 11,
13) indicates the preferred spiral direction. B, The same tuning curve plotled in Cartesian coordinates. The coatinuons curve is the best fitliag Gaussian
from which the preferred spiral éirection, bandwidth, and goodness-of-fic were derived. The example detector was chosen to illusirate the zzistence of
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Figure 71, Comparizon of the spiral tuning of MSTd neurons and
ground detectors. Polar plots follow the same convention as thal in Figure
10A. A, €, The responses of the two MSTd example neurons from
Graziano et al. (1994, their Fig, 84,C). B, I, The responscs of (wo model
detactors chosen by surveying the population for rasponscs that matched
those of the sxample ncurons.

tor to this difference is that the simulation stimuli were perfec:ly
centered on the receptive field of the detectors, ie., were pre-
sented exactlv at (0°, 0"}. During single-unit experiments, this is
not possible. When the stimuli are randomty centered in a 20° X
20° box centered in the receptive field, the percentape of spirul-

tuned deiectors increases to ~11%. Nonetheless, the proportion
of spiral-tuned detectors in the fronteparallel configuration ap-
pears lower than that found by Graziano et al. (1994).

In tke ground configuration, spiral-tuned detectors are com-
mon. The distribution of preferrad spiral directions (Fig. 22C) is
similar to that of the sample of MSTd neurons of Graziano et al.
(1994) (Fig. 12.4). Figure 12C is based on a random sample of 200
ground detectors of which 148 met their selection criterion (r >
0.9). The inclusion of a single map of buckward-tuned detectors
praduced a ratio of contraction to expansion tuning similar to that
found in MSTd. Al:houvgh the preferred spiral directions still
cluster near expansion, consistent with the data from Graziana et
al. (1994} 25 well as from many other studies (Tanaka and Saito,
1989; Duffy and Wurtz, 1991a), a reasonable proportion of the
ground detectors (27%]) are spiral tuned. The mean bandwidth of
the sample is 54°. Furthermors, this sample is representative of
the entire ground detector population {76% with r > 0.9; 27%
spiral tuned; mean o = 52°). The properties for their sample of
MSTd neurons are similar (86% with v > 0.9; 35% spiral tuned;
meun o = 61°). We conclude that a simple parametric modifica-
tion of the depth-sampling parameters makes spiral tuning nearly
as common armeng template-model detectors as among MSTd
neurons. Perhaps the spiral tuning of ground detectors should not
be surprising; an examination of the optic-flow pattern in Figure
1B {’lustrates that spiral flow does indeed occur during self-
motion over natural ground-plare-like layouts. The effect of
depth sampling on spiral tuning suggests that the examination of
more ecologically appropriate depth-sampling strategies is a
worthwhile area For future exploration. Another impo-tant result
of the spiral-tuning simulations is the discovery that detectors
without a rotation component often display spiral tun‘ng. Out of
288 detectors in the 0°/sec rotation mzp from the ground config-
uration, ~109% are spiral tuned with o < 50° and r > 0.95. This
shows that a pure cxpansion detector, when tested with stimuli
rot centered on their preferred COM, can exhibit sharp spiral
tuning. In other words, spiral tuning, as defined by Graziano et al.
(1994), does not require a spiral receptive-field structure.
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Figure 13 Spiral-inveriance test. A, Replotied data from Graziano et al,
£1994, their Fig. 14) showing the spirai-tuning curves ol a single MSTd
acuron oblained for stimulus presentation ar two vertical displaced posi-
tions shitted by 8.25° B, Rosults [or the same tes: performed on an
example ground detector chosen by surveying the populatior for re-
sponses that matched that of the exaraple newron.

Spiral invariance

Graziano et al. (1994} also lesied position invariance using a
spiral-tuning criterion, or “spiral invariance.” Using the ground
configuration, we repeated their spira-invariance test by measur-
ing spiral funing with stimulus sels presented at two locations in

the receptive field and scnerating a different tuning curve for
each location. The first location was in the zenter of the field, and
the second was 8.25° below the first, The stimulus size was
reduced to 16.5° dizmeter to match the methods of Graziano ot al.
{1994).

Figure 134 {top, bottum) replots the responses of one of the
spiral-tuned neurons of Graziano et al. (1994). Even though some
change in bandwidth and shape is apparent, they found that for
the 22 MSTd neurons tested, the preferred spiral direction shifted
on average by only 10.7°. Figure 138 (rop. boitom) shows the
tuning curves for the spiral-tuncd model detector (—25°, 6.5°,
4%scc). The preferred tuning dircctions for the twa vertically
displaced positions were 144° (o = <6%; » = {.09) ard 132° (o =
50° r = 0.99), indicating a shift of 12°. The small change in shape
aad preferred divection is comparable with that found for MSTd
nzurons. For the zntire population of detectors (for pairs of
curves with v > 0.9), the median shift in preferred spiral tuning
across “he two vertically displaced stimulus positions was 14.0°
{although the mean was 26.3° bzcause the disiribution is skewed).

Hence, over a relatively short distance, model detectors exhibit
spiral invariance as defined by Graziano =t al. (1994). The reason
is that the change in position used in their study (—8°) is small
compared with the bandwidth of heading tuning of the detectors
and of MSTd nzurons (~30-40° see Fig. 7). Indeed, if the
detector population is tested using 50° position shifts, the median
change in the preferred spiral direction increases to —65°, Re-
cently, however, Geesaman and Andzrsen (1996) have published
the results of testing a single MSTel neuron for spiral invariance
using 50° shifts and found preferred spiral direction changes up to
—~32° (found oy fitting Gaussians to the solid-square curves in the
botiom two panels of thei- Fig. 16), which is not inconsistent with
our simulations. Strict spiral invariance is therefore not a prop-
erty of eithzr templarc-model detestors or MSTd neurons, but a
limited spiral invariance can manifest itself when small test
patches are moved over small distances.

DISCUSSION

Our results deraonstrate that the characteristic visual receptive-
field properties of MST neurons {multicomponency, wide-field
spatial integration, sensitivity to nonpreferred flow, COM tuning,
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Adrjted position invariance, spiral tuning, and limited spiral in-
variance)} can be explained by a templare model of heading
estimation. Becausc the moedcel detectors were designed to esti-
mate heading and not crafted to mimic MST resporses, their
physiological propertiss are emergent. Furthermore, both depih-
sampling configarations producecd nearly identical results, except
for their spiral tuning. More pointedly, the sensitivity to noenpre-
ferred flow, COM tuning, and limited position invariance of MST
neurons can be quantitatively explained without changing any of
the paramcters set by Perrone and Stone (1994). Changes in
depth sampling and the inclusion of backward-tuned detectors
were however used to make spiral tuning as common as in MSTd.

We have also clarified the issue of position invariance. Grazi-
aro ¢ al. (1994) called a response “position invariant” if smali
shifts in tae stimulus location did not much change their direc-
tional selectivity along the preferred cardinal axis of motien and
“spiral inwvariant” il shifts did not much change the prefe-red
spiral direction. Dufly and Wurrz {1991h) examined another form
of limired position invariance defined using a directional-
preference criterior. Our simulations demonstrate that both lim-
ited forms of invariance arz fully consistent w’th individual
MSTd neurons directly encoding heading (see also Zhang ct al,
1993). Indeed, the model predicts that rcsponses will not be
strictly invariant and that large shifts in stimulus location will
often produce large changes in responsc amplitude, consistent
with the MSTd data.

Refinements to the template model

Our model represents a “proof of principle” showing that a
template-like computational strategy (surely more complex than
ours) could underlie heading estimation from optic flow within
MSTd. Nonetheless, the model will need refinement if it is to be
used as a more complete descriptar of primate heading estima-
tion or MSTd receptive fields. A number of refinements are
motivatec by the fact that cues, other than optic flow, ceuld be
helpful in self-motion estimazion. The disparity signals both
within MT (Maunscll and Van Essen, 1983b; Bradley et al,, 1995)
and MST (Roy and Wurtz, 1990; Roy et al., 1992) couid be used
to enhance model performznce by providing depth cues indepen-
dent of flow. Cculomotor or vestibular signals could be used to
wcight detector responses within heading maps (Perrone and
Stone, 1994; Bradley ct al., 1996). or cye movement signals could
dynarmically alter the MT inputs to MST {Perrone, 1992). There
are signals related Lo eye movements within MST (Newsome et
al., 1988; Thier and Erickson, 1992a; Siegel and Read, 1994;
Bremmer et al, 1997), and eye movements can alter MST re-
sponses (o optic fiow {Duffy and Wurlz, 1994; Bradley et al.,
19956). Such oculomotor signals could compeasats for rotation in
the optic Qow as they have been shown to assistin path estimation
(Royden et al,, 1994). However, cculomotor compensation for
rotztion appears at best only partial within MST (Bradley e: al.,
1995) and is not nscessary Jor accurale heading eszimation
(Rieger and Toet, 1985; Cutting, 1986; Stone and Perrone, 1993,
1997a}. Vestibular responses in MST neurons are also beginning
to be explored within the context of heading perception [Thier
and Erickson, 1992a.b; Dufly, 1996; Pekel =t al., 1995; Shenoy et
al., 199a), Finally, higher order optic-flow prapertizs {e.g., accel-
eration} could provide important self-motion information

(Rieger, 933; Perrone, 1996).
Altemate models

Orban et al. {1992) provided physiological evidence against Tull
decomposition models of heading estimztior.. Moteover, madels
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that use diferential motion for decomposition {(e.g.. Rieger and
Lawton, 1985; Hildreth, 1992; Royden, 1997) predict systematic
errors across depth Ciscontinuities in the layout that arc qualita-
tively diflerent from the observed small psychophysical errors
related to the trajectory and unrelated to the layout (Stone and
Perrone, 1993), Tn addition, expansion stimuli devoid of depth
variation produce little response in differcntial-motion units yvet
can generaie vigorous MST responses (e.g., Duffy and Wurte,
1997a,b}.

Lappe and Rauschecker (1993) proposcd a two-layered pariial
decomposition modcl that predicts that expansion-tuned MST
units will show sigmoidal tunirg along a specific 1D axis and no
variazion along the orthogonal axis. Aller 2D bell-shaped heading
tuning was found in many MST neurons (Duily and Wurtz, 1993),
Lappe ct al. (1996) added a third layer to explain this finding.
Nevertheless, the majority of their model unils are sigmoidelly
tuned, ar.d thc apparent sigmoidal tuning of some MST neurons
when tasted only over a limited range does not drovice strong
suppor: for their model. Their sigmoidal MST neurons may
simply be tuned to planar motion or may not have been tested at
high enough eccentricity to reveal a peripheral peak in the re-
spense curve, Lastly, the Fact that many MST neurons maintain
their direction preference over their entire rzceptive field (Duffy
and Wurtz, 1991b; Lagae el zl., 1994} is hard to rzconcile wita the
fact that all Lappe -Rauschecker (1993} sigmoidal units system-
atically reverse their direction preference across their receptive
fields.

The Lappe—-Rauschecker model alse recuires Image speed and
ditaction (Fx, Fy) from its first layer to perform the vector
compurations essential to their approach. Originuly {Lappe and
Rauscheckar, 1993, 19853, the output of their first layer units was
explicilly proportional te speed [Lappe and Rauschecker {1993),
their Eq. 2.3, p. 379], which is incompatible with the properties of
MT neurons. Recently, they have proposed s more realistic
distributed populaticn codz that uses a small basis set of MT-like
units to encode velocity (Lappz et al. 2696). Yel, it remains
unclear how this approach resolves which MT neurons to use and
which to ignore when recovering velocity from the many active
neurons with a near continuum of direction and speed prefer-
ences at each locatior. The tcmplate model however does not
raquire velocity as input, makes explicit decisions as 10 which MT
units at cach location provide input to ¢ach detector {Eq. 3), and
uscs the full range of preferred directions and speeds rzpresented
within MT. Lastly, both the Lappe—Rauschecker and the Perrone
and Stonc (1694) templaze models assume gaze stabilization.
Should this assumption prove too resirictive (Crowell, 1997), the
template model can revert o ils unrestricted version (Perrone,
194923 while reraining consistent with MST data, However, it may
be diffcult for the Lappe-Rauschecker model to revert to its
unrestricted version {Heeger and Jepson, 1992), given the find-
ings of Orban et al. (1992).

More recently, Zemel and Sejnowski (1998) proposed a
“multiple-cause” model of MST. Tts hidcen units are proposzd to
encode optic flow witkir MST using & sparse, distributed rcpre-
sertation that could »e used to facilitare image segmentation and
object- or self-motion estimation by read-out units in an arca
teyonc MST. Many of their hidden units showed spiral tuning
and spiral invariance, although the stimulus corditions were dif-
fzrent from thoss of Grazianc et al. (1994). Unfertunartely, they
did not cuantitatively assess the sensitivity to nonpreferred flow,
the COM tuning, and the position invariance of their hidden
units, and no evaluation was performec on the physiological
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plausibility of the read-out units that actually perform the seg-
mentation and heading estimation. Lastly, their medel predicts
that (ae response of an MST nzsuron Lo its preferred stimulus or
a piece ol it (optic How caused by the relative motion between an
object and the obszrver) will be largely immune to other flow
present in its reccptive field (caused hy motion rclative to a
different moving objcet). The template model predicts otherwise.
Futurs experiments will be needad 1o resolve this issue.

The concept of optic-flow templates has been around for some
time in Lhe fields of insect vision (e.g.. Horridge, 1991; Krapp and
Hengstenberg, 1996) and primate self-motion eslimation {Saito ct
al., 1980; Tanaka =t al., 1986, 1989; Perrone, 1987, 1990; Glindcr,
1990; Hatsopoulos and Warren, 1991}, However, for primates, it
has been less well accepted beczuse of weaknesses in the carly
designs. For example, template models could nol accurately pro-
cess rotation, whereas decomposition models could. Furthermore,
the specifics of how the termplates would be constructed was not
formalized, whereas decomposition models were often preseated
with formal mathematical proofs. In addition, the number of
templatas required 1o solve the general self-motion problem was
assumcd to be almost infinite (this problem is worse for multiple-
czusc models), Our template model overcomes many of these
shortcomings and deraonstrates that robust hzading estimation is
possible with a resizicted number (—1000) of templates. Perhaps
a less restricted model could perform even better in heading
estimation, as well as exhibit a wider range of MSTd response
properties {c.g., roll tuning). We concude that the template
model remains = wviable descriptor of MSTA visual response
propertics and defines a simple and specific set of MT tao MST
connections sufficient to achieve these properties.
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